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Far-sighted Diagnosis of Active Systems
Roberto Garatti and Gianfranco Lamperti and Marina Zanella 1

Abstract. Active systems are a class of discrete-event systems Embodied in the second category are some approaches of the Al
modeled as networks of nondeterministic automata communicating area [2, 11, 17].
through either synchronous or asynchronous connection links. The Since finding out the system evolutions is a computationally ex-
model-based diagnosis of an active system is carried out by first pensive and, therefore, inefficient process (see, for instance, [18]
reconstructing its behavior based on the observation, from which about the computational difficulties of the diagnoser approach
faults are later derived. The complexity of behavior reconstruction is [19, 20], or the worst case computational complexity analysis in
exacerbated by the possibility of queuing events within links, thereby [2], or the discussion in [11]), most of the approaches exploit a
making essential the simulation of the order in which events are trade-off between off-line and on-line computation.
buffered within links. Unfortunately some sequences of events may Focusing on the second category outlined above, the decentral-
lead to blind alleys in the search space. This is especially critical if ized diagnoser approach [17] draws off-line a local diagnoser for
events exchanged among components are assumed to be uncertain, each component. Such a diagnoser is an automaton whose states
as the number of alternative sequences of queued events is still and (observable) transitions are labeled with compiled knowledge
larger. Therefore, behavior reconstruction without any prospection about unobservable paths and interacting components, respectively
in the search space is generally bound to detrimental backtracking. Each local diagnoser is employed on-line for both a more efficient
To make diagnosis of active systems more efficient, we present an reconstruction of all the possible evolutions of the relevant compo-
off-line technique for processing the models inherent to the system at nent that comply with the observation and a more efficient merging
hand so as to automatically generate prospection knowledge relevant of the histories of distinct components into global system histories.
to the mode in which events are produced and consumed over links. This paper applies knowledge compilation to the active system
Such a knowledge is then exploited on-line, when the diagnostic approach [2, 3], to which purpose it isolates a kind of knowledge,
engine is running, to guide the search process, thus reducing both implicit in the models of the structure and behavior of the system
time and space. at hand, that can be compiled off-line in order to speed up on-line

execution. The framework is that of active systems, a class of DESs

1 INTRODUCTION modeled as networks of nondeterministic automata communicating
through directed links. If an active system includes one or more

Diagnosis of discrete-event systems (DESs) is a complex and chal- asynchronous buffered links, its reaction to an event coming from
lenging task that has been receiving an increasing interest from both the external world is assumed to continue until there is no event
the model-based diagnosis community [9], within the Al area, and left in the links. The component that sends events on a link is the
the fault detection and isolation (FDI) community [ 16, 8, 10], within event producer and that extracting them from the link is the con-
the automatic control area. The current shared prospect is that, in sumier. The knowledge we compile is actually that inherent to the
the general case, the specific faults cannot be inferred without first producer-consumer relationships between components. In particular,
finding out what has happened to the system to be diagnosed. Once we present, by means of an example:
the system evolution is available, the sets of candidate faults can be
derived from it. I An extension of both the modeling primitives and the on-line

In this respect, in spite of slightly different terminologies, such 'short-sighted' evolution reconstruction method so as to cope with
as histories [2], situation histories or narratives [4], paths [5], and uncertain events;
trajectories [11, 6], all the distinct approaches describe the evolution * A method for generating off-line, under the form of a determinis-
of a DES as a sequence interleaving states and transitions, as the tic automaton, called a prospection graph, the model of the way

favorite behavioral models of DESs in the literature are automata. events are exchanged over one or more links;

Based on the method for tracking the evolutions of the system that * A 'far-sighted' method for exploiting prospection graphs on-line

explain a given observation, two broad categories of approaches to while reconstructing the evolutions of (sub)systems.

diagnosis of DESs can be basically singled out: Finally, the computational advantages of far-sighted diagnosis are

"* Those that first generate (a concise/partial model of) all possible discussed and some conclusions are hinted.

evolutions and then retrieve only the evolutions that explain the
observation; 2 ACTIVE SYSTEMS WITH UNCERTAIN

"* Those that generate in one shot the evolutions explaining the EVENTS
observation. Topologically, an active system E is a network of components which

The first category includes some relevant works from both the are connected to one another through links. Each component is com-

automatic control area [19, 20, 7, 15] and the Al area [12, 6]. pletely modeled by an automaton which reacts to events either com-
ing from the external world or from neighboring components through

1 Dipartimento di Elettronica per l'Automazione, UniversitA di Bres- links. Formally, the automaton is a 6-tuple
cia, via Branze 38, 25123 Brescia, Italy, email: garatrob@tin.it, lam-
perti@ing.unibs.it, zanella@ing.unibs.it (S. Einý I. Eot, O T)



where S is the set of states, Ein the set of input events, I the set of ( cf

input terminals, Eot the set of output events, 0 the set of output x,: (e, ,) (C,, 0) -2x: (es, I) (f,/I)•'-'• ------ -- • XT: (e2,1) (Cs, O),(o, Outl)

terminals, and T the (nondeterministic) transition Junction: V X 2 -x,:(el, 1)( 1e,}, OM, Out) -- X3) (X,)

T : S x Ei, x I x 2 E°,,xO - 2 . X2:(e, In) x,: (e,T,) (b, Ou) x':(e,I,,)

A transition from state S to state S', which is triggered by the x•. (e, In)

input event Ca - (E. I), E E Ein, I E I, and generates the set /3 -
{(E 1, 0,) .... (E,, O,) } of output events, Ek E E tut, Ok E O,
k [1.. r], is denoted by

S St. L;'. I L, 0

Components are implicitly equipped with three virtual terminals, _Oa yl: (C, I(C2 0)1,0, F")

the standard input (in C I) for events coming from the external Y- y: (eCI) (e1, 0) .. 0
world, the standard output (Oit E 0) for events directed toward 'y: (Cs, 1) 1 (e,, 0),d, O
the external world (messages), and thefault terminal (Flt E 0) for 1y ('Ce} I) 1(e, o)

modeling faulty transitions. Figure 1. System T and models of components X (top) and Y (bottom).
An event (E, Flt) is a fault event. The approach assumes that

both nominal and faulty behavior of each component are specified in
the automaton. A fault event is not exchanged among components. be a set of events relevant to terminals 0,, i C [1 .. r], respectively
Rather, it is a formal artifice to describe the faulty behavior of Then,
components uniformly The name of fault events are supposed to be
informative as to the specific fault affecting the component when Link(3) defL {L 3  L Link (E), S E 3}.
the relevant transition is performed 2 .

An event may be uncertain in nature, that is, represented by a Initially, E is in a quiescent state E0 , wherein all links are empty. At
disjunction of possible values. Links are the means of storing the the arrival of an event from the external world, E becomes reacting,
events exchanged between components. thereby making a series of transitions until a final quiescent state

Each link L is characterized by a 4-tuple is reached, wherein all links are empty anew. This reaction yields

a sequence of observable events, the messages, which make up a
(I, O X! P) system observation OBS(Z).

Let E0 denote the initial state of system K. Based on a diagnostic
where I is the input terminal (connected with a component output problem
terminal), 0 the output terminal (connected with a component input
terminal), X the capacity, that is, the maximum number of queued p (E) - (OBS(E), Eo)
events, and P the saturation policy, which dictates the effect of the
triggering of a transition T attempting to insert a new event E into a reconstruction of the system reaction is carried out, which yields an

L when L is saturated, that is, when the length of the queue equals active space, that is, a graph representing the whole set of candidate

X. Three cases are possible: histories, each history being a path from E0 to a final state, in
other terms, a sequence of component transitions which explains

"* LOSE: E is lost; OBS(E).
"* OVERRIDE: E replaces the last event in the queue of L; Candidate diagnoses are eventually distilled from the active space,
"* WAIT: T cannot be triggered until L becomes unsaturated, that each diagnosis being a set of faulty components, that is, those com-

is, until at least one event in L is consumed. ponents which made at least one faulty transition during a candidate
system history.

The queue domain Q of L is the set of possible sequences
(queues) of events in L. The length of the queue Q of events incor- Example 1. Displayed in the center of Figure 1 is a system AT,

porated in L is denoted by IQ1. where X and Y are components, while L 1 and L2 are links. Both
The polymorphic Link function is defined as follows. Let components are endowed with an input terminal I and an output

terminal 0. For both links we assume X = 1 and P = WAIT. The
= (E 0) behavioral models of X and Y are displayed on the top and on the

bottom, respectively Accordingly, Y involves three states (Y 1 ...
represent an event relevant to a terminal 0. Then, Y3) and four transitions (yi ... y4), one of which is faulty (Y3)

def (states and transitions are denoted by capital and small letters, re-
Link(ca) - L I L is the link connected with 0. spectively). For instance, transition y4 is triggered by the input event

(es, I) and generates the set of output events {(e2, 0). (d, Oit)},
No more than one link can be connected with a component terminal, where the former is directed toward X on link L 2 , while the latter

de~fIf 0 is a virtual terminal, then Link(ca) - null. Let is a message labeled d (y4 is said to be observable). Transition y2
involves the input event ({el. e3}, I), meaning that y2 may either be

- {(E, 0.) ..... (E, 0,)} triggered by ei or e3 . Considering the model of X, note that, when
triggered, transition x3 generates the uncertain event ({e3, e5 }, 0),

2 For example, consider a breaker which is in the state open and is expected meaning that either e3 or e5 is randomly generated (no assump-
to change state to close when it receives a command (nominal behavior). tion is made about the likelihood of event generation). Likewise, x9
The possible misbehavior of the breaker can be defined by inserting a
faulty transition, from state open to open, that generates the fault event generates the uncertain event ({e3, (}, 0), meaning that either e3
(stuckAToOpen, Flt). or nothing is generated (c denotes the null event). El



3 SHORT-SIGHTED DIAGNOSIS

The main task relevant to the resolution of a diagnostic problem
pi(E) = (OBS(Z). Eo) is the reconstruction of the system reaction
to make up the relevant active space Act(go(E)). A node N in the
search space is identified by three fields, N = (a. -, 9), where: Y. .-

o a (S 1 , .  ,,) is the record of states of the system compo- -,

nents, each Si, i E [1 .. ra], being a state relevant to a component .. 3) ----- ----

Ci in E (rn is the number of components in E); (X"Y a(e• Q . X"Y' a (e

a 2 is the index of OBS(E), that is, an integer ranging from 0 to "-- -,

the number of messages (length) of OBS(E), which implicitly XIY- Y2 . -ý7 ....
denotes the prefix of the observation composed of the first a-x < (-x ) "2 X.. ." -

messages;
* 9 (Q . , Qf) is the record of queues of the f links in K. 5 yY2 x

(xh)ýe XýYl ab ýe3Q
Node N is said to befinal when a equals the length of OBS(E) and- ----- ------

all links are empty. The search for the nodes of the active space is x(, yý , .. Y2 x .....

started at the initial node No = (Zo. 0. (). . )),ý where all link X _Y " ab K} e2 X 3Y, ab 'I,0(

queues are empty. Each successor node of a given node is obtained
by applying a component transition that is consistent with both the ., X x,

system topology and the observation. An applied transition is an x'Y' ab 0){e2ý

edge of the search space. When the reconstruction process is carried
out in one step (monolithically) without any prospection knowledge X7 .

(short-sightedly), it can be described by Algorithm 1, where nodes X,,Y, Yb ab.e•

and edges generated during the search are stored in variables R and

E, respectively. Yý 2 .. .. -" - 4, X y ....... .......
Algorithm 1. (Short-sighted Reconstruction) ------------- xYab-d---- e2-)-

1. N - {No}; E = 0; (No0 is unmarked)
2. Repeat Steps 3 through 5 until all nodes in N are marked;
3. Get an unmarked node N = (ra ý. Q) in N; Figure 2. Short-sighted reconstruction space (see Example 2).
4. For each i in [1 .. a], for each transition T within the model

of component C(, if T is triggerable, that is, if its triggering
event is available within the link and T is consistent with both
OBS(E) and the link policy (when T generates output events when there are no more nodes to be processed (all nodes in N are
on non-virtual terminals), do the following steps: marked), the search space is pruned by eliminating the inconsistent

(a) Create a node (N' = (a', ., ')) N; (N' is created as a nodes, that is, those that are on a blind alley.

copy of N) It is worthwhile highlighting that the search process does not
terminate at a final node. In fact, the system might continue to react

(b) a-'[iJ :- the state reached by T; and loop on unobservable paths. In other words, when a final node

(c) If T is observable, then a := a + 1; (a message is generated) is met in the search, it is inserted into N as an unmarked node like

(d) If the triggering event E of T is relevant to an internal link all other nodes, since in principle, unobservable paths might happen
Lj, then remove E from Q'[j]; to leave it.

When uncertain output events are involved, several new nodes

(e) Insert the internal output events of T into the relevant queues N' are to be generated for the same transition T, specifically, one
in Q'; for each combination of possible values within each disjunction.

0 If N' ý N then insert N' into N; (N' is unmarked) For example, since transition x 3 in Figure 1 involves the uncertain
output event ({e3, e5}, 0), two target nodes will be generated, one

(g) Insert edge N ý N' into 1; for e3 and one for e,. If the set of output events included several

5. Mark N; uncertain events, all possible combinations would be required to be

6. Removefrom N all the nodes andfrom E all the edges that are enumerated.

not on a path from the initial state No to a final state in N. Example 2. Shown in Figure 2 is the reconstruction space generated

The algorithm aims to make up all the nodes which are reachable short-sightedly for the diagnostic problem pi(4I) = (OBS(T), To),
from the initial node under the given observation. To this end, it con- where 11 is the system outlined in Figure 1, OBS(T) = (a, b, c, d),
siders, one at a time, all the nodes which have been reached already and T1 0o = (X 1 , Y1 ). Each node is depicted by an ellipse, wherein

(those in N) and have not yet been processed (the unmarked ones). * a = (Xi, Y)i) is the pair of component states;
For each of them, it attempts to find a transition that is triggerable * a is the prefix of the observation generated so far;
by a component in the corresponding state. If so, it generates the * = (Q'. Q2) is the pair of link queues.
target node N' with the appropriate values a-', a', and Q'. In the
new node was not created already, it is inserted into N (note that two Edges are marked by the corresponding component transitions, pos-
nodes which differ in the a field only have to be considered dif- sibly qualified by the relevant chosen label when the involved out-
ferent, as the mode in which messages have been generated differ). put event is uncertain. Dotted edges denote faulty transitions. Final

The corresponding edge N - N' is inserted into $ too. Finally, nodes are depicted as double ellipses. The dashed part of the graph



corresponds to inconsistent states, which are almost half the search Let AYP = (SP. t"p 'iP) and Alc = (SC. E0 . To) be the de-
space. Owing to cycles in the graph (edges marked by X2 ), the terministic automata equivalent to AYp" and /c1", respectively. A
active space includes an unbound number of candidate histories. proSpeetion state C of L is a triple
However, only two candidate diagnoses are possible, namely {Y o
and {X, Y}. Note that, although not relevant to our example, the = (SPSpcQ) E Sp x S§ X Q.
replication of the same faulty transition in a cycle does not change
the diagnosis. A finer-grained diagnosis can be defined, as in [2], Let C be a prospection state and S ' c (E P U 'n), S E
called deep diagnosis. The latter is a set of pairs (C, f), where C is {IP Sc}, T S -- S' E (TPUTC). Let Q be a queue of events
a component and f a fault event. This way, even if not relevant to in L and
our example where each component model includes a single faulty
transition, it is possible to know all the faulty transitions performed * Head(Q) denote the first consumable event in Q;

by each misbehaving component. E * * Tail(Q) denote the sequence of events in Q following the first
event;

* App(Q. e) denote the queue obtained by appending e to Q;
4 FAR-SIGHTED DIAGNOSIS R tepl(Q, e) denote the queue obtained by replacing the last event

The essential problem with short-sighted diagnosis lies in the lack in Q with e.

of any prospection in the search space as to the consistency of the The Next function yields the set of next prospection states as
link queues. In other words, the inability to understand that a given follows:
configuration of Q is bound to a 'blind alley' forces the reconstruc-
tion algorithm to uselessly explore possibly large parts of the search Nexit(CL, T) C' { C£' E Next'Pt(CL T). T E TP}U
space. In order to overcome this limitation, prospection knowledge C' C' E Next'(C , T), T E T'}
can be automatically generated off-line based on the system model.
Considering Figure 2, such a knowledge will allow the reconstruc- where
tion process to avoid entering the inconsistent sub-space through NtP(,T) def { C, S cQt

Y2.~~~ ,et , , 'Q'),•B (E,ý OP)

The basic idea is to view a link L as a buffer in which a producer e C E. Q' = ins(Q. e), (jQj < x or
component Cp generates events that are consumed by a consumer (jQ= x, (e = c or P E {LOSE, OVERRIDE})))},
component C'. That is, L connects an output terminal of Cp to an
input terminal of C'. The way events are produced and consumed App(Q, e) if Q1 < x
in L is both constrained by the characteristics of the link (capacity Ins(Q. e) d Q if Q1 x( (e or P = LOSE)
and saturation policy) and the models of Cp and C'. Repi(Q. e) if Q1 x, P OVERRIDE

and
4.1 Prospection graphs NtzS (, T) def {f C I (Sp S' Q,).

Let L (IO. x, P) be a link from output terminal OP of com- a (E.I'), e CE, Head(Q) e. Q' Tail(Q)}.
ponent CP to input terminal PC of component C', with queue ' a J

domain Q. Let MP = (SPN ,EIo, O ,0 TP) and Al = Let Co = (Sp, S•) be the pair of initial states for CP and C',
(SNc , I1, E'nt, Or, Tc) be the models of CP and C', respec- respectively. The spurious prospection graph of L and Co is the
tively Let nondeterministic automaton

F3n= (SP EP. Tl) Fr(L. Co) = ( 1n ý E' T Son Sfn)

be the nondeterministic automaton obtained from MP in such a way
that where

§P" SP is the set of states; § C is a prospection state of L} is the set of states,
* C Tp U {i} is the set of events; En C Ep U h' C Tp U T' is the set of events,ri s- Sp 0,ý ())is. the initial state,

§P" : SP" × Er" - 2s' is the transition function. n (Se. SK
=S { C S-. £ C= (SP, S0. K)} is the set of final states,

The transition function rn" is obtained from TP as follows: in: S§n x E- -2 2§ is the transition function defined as follows:

VT-S ý S T S -L, S' E rn" if L ý Link(3) C T Ct E in iff C' E Nexit(C2, T).V S T S' E rCp" otherwise. A state of a spurious prospection graph which is not within a path

Similarly, let from the initial state to a final state is an inconsistent state. Similarly,
-- " .... a transition entering or leaving an inconsistent state of a spurious

prospection graph is an inconsistent transition.
be the nondeterministic automaton obtained from MA in such a way The nondeterministic prospection graph is the nondeterministic
that automaton

*C S' is the set of states; Fn(L, Co) (Sn, E'. T'n Sfn)

* EC" C T' U {e} is the set of events; obtained from Fn(L, Co) by removing inconsistent states and incon-

* '" : Sd�× cx E - 2ý"` is the transition function. sistent transitions.
The prospection graph

The transition function TC" is obtained from TC as follows: F(L. Co) = (S. E. T. So. Sf)

VT S 1 S' E T` I S - S'C'" if L r Link(ci) is the deterministic automaton equivalent to the nondeterministuic
S - S' E 'rS C otherwise. prospection graph F'(L, CO).
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Figure 3. Generation of F1 (Li, (Xi, Yi)) (see Example 3).

Example 3. Shown in the dashed box of Figure 3 are the prospec- * ' - Si is the set of states;
tion models MýP(X) (top) and MC1'(Y) (bottom), inherent to link * E' C Ti U {c} is the set of events;
L 1 , which are relevant to the components X and Y displayed in Y' x -• is the transition function.

Figure 1. Depicted on the top of the box is the nondeterministic

automaton M' P" (X) equivalent to M6P(X). The generation of the
nondeterministic prospection graph F'(L1 , (X, I Y 1)) is outlined on The transition function t' is obtained from Ti as follows:
the right of Figure 4, where double ellipses denote final states, while
dashed nodes and edges represent inconsistent states and transitions, T
respectively Note that the latter includes a circular path involving VT S -10 S' I Ti S S' E if Relev•nt (a, 3, L)

four states. This situation is similar to that of active systems, where S E S Tz otherwise
cycles may stem from (possibly) final states. Within the context of
prospection graphs, cycles represent repetitive patterns of link state
changes (in our example, events e3 and e5 are repeatedly produced where

and consumed, that is, inserted into and removed from link LI). El
d14

Note that, essentially, the generation of a prospection graph is anal- Retevaft(i, 3, L) - ({Linkr() } U Link([3)) n L - 0.
ogous to the generation of an active space, where

"* Component models are substituted by prospection models; Let M/ -- (S.ý hi, Ii) be the deterministic automaton equivalent

"* Only one link is considered; to M)h A generalizedprospection state .2 of L is a pair
"* No observation index is considered.

2 -- (S. Q)

4.].1 Generalized prospection graphs

The notion of the prospection graph of a single link can be naturally where
extended to that of a set of links. Let L - {L1,..., L, } be a set of
links (with queue domains Q I...Q,,,, respectively) connecting a
set C - {Ci .... C,} of components, where each component C,, S - (,. ,) ($ x ... x
i E [1 .. t], is characterized by model Q - (Q ... Q,) E (Qi x ... x Q,).

=I - (Si, E.I, , IEout.t, O.i, T,).

Let 2 -- (Sr', Er, Tý ) be the nondeterministic automaton ob- Let .2 (S. Q) be a generalized prospection state and

tained from M, in such a way that - k' i E [l.. t], T zzS ý" S'.
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Figure 4. Generation of the generalized prospection graph F(L, To0) (see Example 4).

The generalized Next function yields the set of next generalized The generalized nondetertninis'tie prospeetion graph is the non-
prospection states as follows: deterministic automaton

Next(£.2 T Fn(L, Co) ((Sn, E, Tn. S--, S 7)

Q' ([ .... •), :• E•, •),obtained from Fn(L, Co) by removing inconsistent states and in-

((Link(I,•) L) or consistent transitions.

(Link(I•,) Lj, Lj E L, e E E,, Head(Qj) eThe generalized prospection graph

Q' Tai,;(Qj))), F(L, Co) (S, E, T, So, Sf.)

LO {L13 I L13 Link(OO•), (EI3,013) G [L, L3 C L},
VL EL,3(e EOý (O ý00) L , ýL ik (,3)is the deterministic automaton equivalent to the F'(L, CO).

Q'' ý Is (Q , e), Example 4. Shown in Figure 4 is the generation of the generalized

(l~i~ < X, orprospection graph C(L, To) relevant to the links in system ID (see
([h. <XhorFigure 1), where L {jL1, L2} and 'Do0 (X1, ] Y). Specifically,

(IQIhl Xh,, (e ý or PI, E {LOSE, OVEtRt-IDE}))), outlined on the left are the prospection models of components X and

VLk: E (L - (L,3 U j Link (I,)}1)) (Q'A: Q:), Y, namely Aý(X) and Aý(Y). Shown on the center is the generation

Si ýS' VX [1.. t 1 -A (S! ý 'ý)of the generalized nondeterministic prospection graph Fn(L, To)
•'• ", z € 1 . •] :r i •'•, •'•)}.(the dash part of the graph denotes the inconsistent search space),

Let Co0 (Sol, I .. •, So, ) be the record of initial states for compo- w~here consistent nodes are identified by labels .20 "-'".26. Finally,
nents in C. The generalized spurious prospeetion graph of L and displayed on the right is the corresponding deterministic prospec-

C0 is the nondeterministic automaton tion graph F(L, Tos). The latter is determined based on the subset
construction algorithmn presented in [I1], which identifies each node

fn(L, Co) (§ný Ený in. So S•') of the deterministic automaton by means of a subset of nodes of
the nondeterministic one, specifically, those nodes that are reach-

where able through the same marking transition. For example, since there
§' J_ IPC s a rosecton tateof I s te se ofstaes, are two edges, leaving the same state PC, in the nondeterministic

E' C• U' £is C prosptionsaeo is the set of event s, automaton, that are marked by the same label xg, the deterministic

Isn i [ -•l• J= i isteetoevn, automaton will include the node identified by the subset {js P-3£27},
o• (C0, (("" ..()) is the initial state, which is reached from j P6}I by means of the (unique) edge marked

Sp? {£ý I £ý E sn,'ý £ (s, (()"'". ())} is the set of final states, by xg. According to the algorithm, each node in the deterministic
xr E'nX•n• • is the transition function defined as follows: automaton that includes a final state of the nondeterministic one is

T final itself. Nodes of the deterministic automaton are identified by
£ 2 ' E 'in iff 2' E N ext (.2, T). labels 0 ... 8. El



Given a system E, in order to exploit the prospection knowledge in
the reconstruction process, we need to create a set of g prospection
graphs

rp() = {(L,,C0 ). F(L, Co0)} I

such that UJ'.Li equals the whole set of links in E. r(Z) is a
prospection coverage of K. yý

Algorithm 2. (Far-sighted Reconstruction)

The far-sighted reconstruction algorithm is a variation of Algo- XS(eS)
rithm 1. First, the Q field of a node denotes a record of g states

relevant to the g prospection graphs in the prospection coverage
rp(Z), namely

Moreover, in the initial node No (uo.I'a" . Qo), Qo is represented
by the record of the initial states of the corresponding prospection
graphs, namely (yo, • ,%). Finally, Step 4 of Algorithm 1 is X5 y3 o.

changed as follows: C

For each i in [1 .. ri], for each transition T within the model of xý Y3 X

component C',,, if T is triggerable, that is, if the following two
conditions hold

(i) T is consistent with OBS(E); Y3

Let H(T) {J1,... . F,.} be the prospection graphs
in r(Z) that are relevant to links connected with terminals X
on which events are either consumed or generated by T; let
Q(N) h....} be the elements of Q(N) relevant toH(T):.-ýý

yý

(ii) VI C [1.. yj (/ /, is an edge in Fi),

then do the following steps:

(a) Create a node (N' (a'. ý Q')) := N; 0 a

(b) ar'[i] := the state reached by T;
Y3

(c) If T is observable, then a := a + 1;

(d) Replace the elements of Q' relevant to Q(N) with the new xY abed4

prospection states; --------------

(e) If N' • R then insert N' into ; Figure 5. Far-sighted reconstruction space (see Example 4).

(O) Insert edge N T N' into E.

Essentially, Algorithm 2 exploits the knowledge about the consis- Example 5. Shown in Figure 5 is the reconstruction space for the
tency of link states by means of the prospection graphs generated diagnostic problem pi(T) - ((a, b, c, d), (X 1 , Y1 )) based on the

off-line, thereby preventing the search from entering (possibly large) generalized prospection graph outlined on the right of Figure 4. It
inconsistent parts of the space. Of course, such a prospection is fi- is striking comparing it with the short-sighted reconstruction (based
nite, thereby not eliminating completely the backtracking. Besides, on Algorithm 1) displayed in Figure 2. While the number of con-
it allows for an efficient treatment of nondeterminism caused by sistent states (15) is necessarily equal in both reconstructions, the
uncertain events. Recall that, in short-sighted reconstruction, such far-sighted reconstruction space includes one inconsistent state only,
situations can only be dealt with by mere enumeration of all possible against the 14 inconsistent states of the short-sighted reconstruction
new link states generated by the collection of output events of the space. In fact, while the two states on top of both graphs are the
current transition. For example, if T generated 3 uncertain events same, there is a right branch stemming from the latter of such states

(on three different links), each of which represented by a disjunction in the short-sighted reconstruction which is missing in the far-sighted
of 2 values, then we would have 8 new nodes. Instead, since the reconstruction. This branching is actually disabled by prospection
prospection graphs are deterministic, with far-sighted reconstruction graph F({Li, L2 }, (XI. Y¾)), which constraints the occurrence of
only one new node is generated, as at most one edge marked by T all the transitions involved in event exchange on the links of sys-
can leave each current state of the prospection graphs. tem 4D: according to this prospection graph, only transition yi is

allowed to follow xi, while Y2, the responsible for the blind alley
Proposition 1. Let p (E) be a diagnostic problem and A denote in Figure 2, is not. El
the (possibly unbound) set of histories incorporated in an active
space A. Let AcP(p(E)) and Actf ((E)) denote the active spaces 5 CONCLUSION
generated by A lgorithmn I and A lgorithmn 2, respectively. Then,

Referring to the active system approach [2, 3] to diagnosis of DESs,
A (p(E)) 1Acf((E)). this paper has shown how the off-line compilation of knowledge



about event exchange between components brings a computational space states) visited by the history reconstruction search algorithm.
advantage on-line in terms of reduction of the number of backtrack- In short-sighted diagnosis, where a link state is represented as a se-
ing steps performed by the history reconstruction algorithm. This quence of events, not all sequences of events are considered but only
advantage is expecially tangible when relaxing a strong assumption those that can be generated given the system structure. In far-sighted
of all the state-of-the-art approaches to diagnosis of DESs, namely, diagnosis, where the state of one or several links becomes a record
the preciseness of events. In this work, all input and output events of indexes, the number of visited link states is further reduced: only
in behavioral models, and not only observable events, as instead those states are generated that can evolve towards a state wherein
in [14], may have an imprecise value ranging over a set of la- the link is empty.
bels, namely an uncertain value. In presence of uncertain events,
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